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The goal of this paper is to present high-order cell-centered schemes for solving the equa-
tions of Lagrangian gas dynamics written in cylindrical geometry. A node-based discretiza-
tion of the numerical fluxes is obtained through the computation of the time rate of change
of the cell volume. It allows to derive finite volume numerical schemes that are compatible
with the geometric conservation law (GCL). Two discretizations of the momentum equa-
tions are proposed depending on the form of the discrete gradient operator. The first one
corresponds to the control volume scheme while the second one corresponds to the so-
called area-weighted scheme. Both formulations share the same discretization for the total
energy equation. In both schemes, fluxes are computed using the same nodal solver which
can be viewed as a two-dimensional extension of an approximate Riemann solver. The con-
trol volume scheme is conservative for momentum, total energy and satisfies a local
entropy inequality in its first-order semi-discrete form. However, it does not preserve
spherical symmetry. On the other hand, the area-weighted scheme is conservative for total
energy and preserves spherical symmetry for one-dimensional spherical flow on equi-
angular polar grid. The two-dimensional high-order extensions of these two schemes are
constructed employing the generalized Riemann problem (GRP) in the acoustic approxima-
tion. Many numerical tests are presented in order to assess these new schemes. The results
obtained for various representative configurations of one and two-dimensional compress-
ible fluid flows show the robustness and the accuracy of our new schemes.

© 2009 Elsevier Inc. All rights reserved.

1. Introduction

This paper deals with high-order cell-centered discretizations of the Lagrangian hydrodynamics equations written in
cylindrical geometry. The present discretizations are extensions, in two-dimensional axisymmetric geometry, of the cell-
centered Lagrangian schemes described in [24,23]. We note that the high-order extension, which is constructed using the
generalized Riemann problem (GRP) methodology of Ben-Artzi and Falcovitz [6], is genuinely two-dimensional. This axisym-
metric extension is motivated since in many application problems, such as inertial confinement problems, physical domains
have axisymmetric features. In this framework, the importance of preserving spherical symmetry is well recognized, partic-
ularly for the numerical simulations of implosions.

A common feature shared by Lagrangian hydrodynamics methods is that computational cells move with the flow velocity.
In practice, this means that the cell vertices move with a computed velocity, the cell faces being uniquely specified by the
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vertex positions. Thus, Lagrangian methods can capture contact discontinuity sharply in multimaterial fluid flows. However,
in the Lagrangian framework, one has to discretize not only the gas dynamics equations but also the vertex motion in order
to move the mesh. Moreover, the numerical fluxes of the physical conservation laws must be determined in a compatible
way with the vertex velocity so that the geometric conservation law (GCL) is satisfied, namely the rate of change of a
Lagrangian volume has to be computed coherently with the node motion. This critical requirement is the cornerstone of
any Lagrangian multi-dimensional scheme.

The most natural way to solve this problem employs a staggered discretization in which position, velocity and kinetic
energy are centered at points, while density, pressure and internal energy are within cells. The dissipation of kinetic
energy into internal energy through shock waves is ensured by an artificial viscosity term. Since the seminal works
of von Neumann and Richtmyer [34], and Wilkins [36], many developments have been made in order to improve the
accuracy and the robustness of staggered hydrodynamics [12,10,8]. More specifically, the construction of a compatible
staggered discretization leads to a scheme that conserves total energy in a rigorous manner [11,9]. Concerning the crit-
ical issue related to spherical symmetry preservation many works have been done in the framework of staggered-grid
hydrodynamics. The most widely used method that preserves symmetry exactly on polar grids with equi-angular zoning
is the area weighted method. In this approach one uses a Cartesian form of the momentum equation in cylindrical coor-
dinates system, hence integration is not performed with respect to the true volume in cylindrical coordinates, but rather
with respect to area. However, due to the loss of compatibility between gradient and divergence operators, this formu-
lation, in its usual form, does not allow the conservation of total energy as it has been explained by Whalen [35]. This
flaw has been corrected in [11] by constructing a compatible area-weighted scheme which preserves total energy. In
[27,28], Margolin and Shashkov use a curvilinear grid to construct conservative symmetry preserving discretizations.
Their strategy use high-order curves to connect the nodes, so that planar, cylindrical and spherical symmetry are exactly
maintained while differential operators are discretized in a compatible way. It is worth to mention that this method
preserves symmetry even on polar mesh with non-equal angles. In [13], Caramana and Whalen show how to achieve
the problem of exactly preserving a one-dimensional symmetry, in a two-dimensional coordinate system distinct from
that symmetry. This result is attained through a modification of the pressure gradient operator used to compute the
force in a staggered-grid hydrodynamics algorithm. Regarding the control volume discretization, a general methodology
is described in [26], where a discrete divergence operator is derived by requiring consistency of the divergence of the
velocity field with the time rate of change of volume of a cell. The discrete gradient operator is deduced from the
discrete divergence using conservation of total energy which implies the adjointness of the discrete gradient and diver-
gence operators.

In this paper, we propose an alternative discretization which can be viewed as a Godunov-type method. Following
[15,24], we present a discretization in which all conserved quantities, including momentum, and hence cell velocity are
cell-centered. The main feature of this discretization lies in the fact that the interface fluxes and the node velocity are com-
puted coherently thanks to an approximate Riemann solver located at the nodes. Indeed, the rate of change of any Lagrangian
volume is computed coherently with the nodes displacement. This unstructured scheme, in two and three-dimensional
Cartesian geometry, conserves momentum and total energy [23,25]. It also fulfills a local entropy inequality in its first-order
version. Regarding the axisymmetric extension of these Godunov-type schemes, we observe that recent developments have
been described in [29,31]. However, we note that these extensions are only first-order discretizations and therefore not suf-
ficiently accurate for real-life applications. It is also worth to mention that a special cell-centered method, which preserves
symmetry, has been developed in [33].

Here, we provide high-order discretizations written in Cartesian coordinates devoted to the cylindrical geometry.
Two schemes, which are compatible with the GCL, are obtained through the use of a node-based discretization of
the numerical fluxes. These two schemes differ in the way the momentum equation is discretized. The first one,
which uses a gradient operator compatible with the divergence operator, corresponds to the control volume scheme,
while the second one corresponds to the area-weighted scheme. Both formulations share the same discretization for
the total energy equation. We note that in both schemes fluxes are computed using the same nodal solver which can
be viewed as two-dimensional extension of an approximate Riemann solver. The control volume scheme conserves
momentum, total energy and satisfies a local entropy inequality in its first-order semi-discrete form. However, it does
not preserves spherical symmetry. On the other hand, the area weighted formulation conserves total energy and pre-
serves spherical symmetry for one-dimensional spherical flow computed on equi-angular polar grid. The genuinely
two-dimensional high-order extension of both schemes is constructed utilizing the GRP methodology in its acoustic
approximation.

The remainder of this paper is structured as follows: the governing equations of Lagrangian hydrodynamics, written in
pseudo Cartesian geometry, are described in Section 2. The first-order discretizations corresponding to the control volume
and the area-weighted schemes are derived in Section 3. In this section we also address the problem of symmetry pres-
ervation. The acoustic GRP high-order extension of the previous schemes are detailed in Section 4. Criteria for time step
limitation are presented in Section 5. Numerical experiments, for both formulations, are reported in Section 6. They show
not only the robustness and the accuracy of the present methods but also their abilities to handle successfully complex
two-dimensional flows. More specifically, we show that the area-weighted scheme satisfies the requirement of wavefront
invariance and is able to compute properly isentropic compression. Concluding remarks and perspectives are given in
Section 7.
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2. Lagrangian hydrodynamics in 2D pseudo Cartesian geometry

We are interested in discretizing the equations of the Lagrangian hydrodynamics in pseudo Cartesian geometry, taking
into account under the same form both Cartesian and cylindrical geometry. To this end, we use the same notations as those
introduced by Dukowicz and co-workers in [1].
2.1. Governing equations and notations

In the Lagrangian formalism the rates of change of mass, volume, momentum and total energy are computed assuming

that the computational volumes follow the material motion. This leads to the following set of equations for an arbitrary mov-
ing control volume Vétp

d

a dv %0, s1ap
dt Ju? "

d / av r UdV 0, 51bp
dt Jvse Vatp

g/ pUdvp [ VPdV Yo, s1ch
dt J Vitp J Vit

d / PEdVp [ r aPUPAV %0, s1db
dt Jyse Jvar

where £ denotes the material, or Lagrangian, time derivative. Here, p, U, P, E denote the mass density, velocity, pressure and
specific total energy of the fluid. Eqs. (1a), (1c) and (1d) express the conservation of mass, momentum and total energy. The
thermodynamical closure of the set of Eq. (1) is obtained by adding the equation of state of the form

P Y4 Pép, eb, a2p

where the specific internal energy, ¢, is related to the specific total energy by € % E %kUkz.
We note that volume variation Eq. (1b), which is also named geometric conservation law (GCL), is equivalent to the local
kinematic equation
dx

by 1
it Y2 U, Xo0b % X, a3p

where X is a point located on the control volume surface, Satb, at time t > 0 and x corresponds to its initial position.

Let us introduce some notations. First, we note that the case of Cartesian or cylindrical geometry can be combined by
introducing the pseudo Cartesian frame 80, X, Yp, equipped with the orthonormal basis dey, ey, through the use of the pseudo
radius

RiYP%1 apoaY,

where o ¥4 1 for cylindrical geometry and o ¥ 0 for Cartesian geometry. We remark that Y corresponds to the radial coordi-
nate in the cylindrical case. This means that we assume rotational symmetry about X axis, refer to Fig. 1. We note that if we
refer to standard cylindrical coordinates, 8Z, Rp, then X corresponds to Z and Y to R. In this framework, the volume V is ob-

Yo V(t) = / RdA
A(t)
S(t) = / RdL
N L(t)
L
ey A R /
O . . -
ex \ X

Fig. 1. Notations related to the pseudo Cartesian geometry.
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tained by rotating the area A about the X axis. Thus, the volume element, dV, writes dV ¥ RdA, where dA ¥ dXdY is the area
element in the pseudo Cartesian coordinates. Note that we have omitted the factor 27 due to the integration in the azimuthal
direction, namely we consider all integrated quantities to be defined per unit radian. The surface S, which bounds the volume
V, is obtained by rotating, L, the boundary of the area A, about the X axis. Thus, the surface element, dS, writes dS ¥ RdL,
where dL is the line element along the perimeter of A.

2.2. Definition of the divergence and the gradient operators

In view of subsequent spatial discretization, we shall express the volume integrals associated with the divergence and
gradient operators using the Green formula. We recall that, in the pseudo Cartesian frame, the divergence operator writes

rU%ablaéRuD% |o p vy, 110

X PR oY R”R axaR”pp_aR”p

where §u, vb are the components of the vector U. The gradient operator writes as usual
oP oP
1 J—
VP Y, 8Xex baYEY

Let us replace the volume integral form of the divergence operator by its surface integral form, employing the previous
notations

/r Uclv1/4/l 9 6Rubp—6Rz}D dA%/ 0 6Rubp—6RvD 1/A/U NRdL,
v X X A

where N is the unit outward normal associated with the contour L. Thus, the Green formula in the pseudo Cartesian frame-
work reads

/r UdVl/A/U NRdL. 04b
v L

To derive the surface integral form of the gradient operator, we use the vectorial identity
U VPvar sPUP Pr U,

which holds for any vector U. The integration of this identity over the volume V, using the previous notations and the above
Green formula, leads to

/U VPdVl/a/PU NRdL /Pl" URdA.
v L A

Assuming a constant U vector, we finally get
/ VPdV ¥ / PNRdL ey / PdA, 85b

since for a constant U vector, we have r U % XU ey. We have expressed the volume integral of the gradient operator as a
function of a surface integral plus a source term using a vectorial identity, which ensures the compatibility with the surface
integral form of the divergence operator. This approach leads to a discretization which is known as control volume formula-
tion. An alternative approach to define the surface integral form of the gradient operator is obtained by setting

/ VPdV v / VPRAA %ﬁ/ VPdA.
v A A
Here, we have used the mean value theorem, hence R is defined as the averaged pseudo radius
R 1/4.1—. / RdA, 36b
JAj Ja

where jAj % [, dA is the surface of the area A. We remark that in the case of Cartesian geometry R % 1 since o % 0. Finally,
applying the Green formula once again, we get

/VPdV%ﬁ/PNdL. a7b
v L

We recover the Cartesian definition of the gradient operator weighted by the averaged pseudo radius. This alternative ap-
proach leads to the so-called area-weighted formulation. We point out that, in this case, the compatibility between the surface
integrals of the divergence and gradient operators has been lost. Let us note that formulae (7) and (5) coincide in the case of
the Cartesian geometry since ¢ % 0 and R % 1.

In what follows, we shall derive and thoroughly analyze the discrete schemes deduced from the control volume and the
area weighted formulations.
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Comment 1. We remark that if the scalar P is constant over the volume V, then Eq. (5) yields the following geometric
identity

/L NRdL ¥ ojAjey, a8p
which can also be written component-wise

/L NxRdL % 0,

/L NyRdL ¥ 0jAj,
where 3Ny, Nyb are the components of the N unit outward vector. For « % 0, we recover the well known result, that for a

closed contour, the integral of the normal over this contour is equal to zero. Note that this result does not hold anymore
in the case of cylindrical geometry.

2.3. Control volume formulation

Using the previous results and particularly the gradient operator defined by Eq. (5), we rewrite the set of Eq. (1) in a con-
trol volume formulation

m5<1> / U NRdL%0, 59ap
dt\p L
m 3 hui b/PNRdL ocey/PdA%O, 59bp
dt L A
m%hEi b / PU NRdL¥:0. 59ch
L

Here, m % [, pdV denotes the mass of the volume V, which is constant according to Eq. (1a). For any fluid variable ¢, hei
denotes its mass density average, i.e.

1 7
hoi Ya — dv.
sivirs [ oo
Introducing jVj ¥ [, RdA the measure of the volume V, Eq. (9a) is rewritten as a geometric conservation law:
d.. . '
—jVj /U NRdAL % 0. 010p
Using the identity (8) derived in Comment 1, we rewrite the source term in the momentum equation as a flux term and get
m%hUib/éP PPNRdAL % 0, a11p
L
where P denotes the surface averaged pressure defined as follows
P l / PdA.
JAj Ja
The set of the previous equations will be used in the subsequent sections in order to derive the control volume discretization.
2.4. Area-weighted formulation
The area-weighted formulation is obtained through the use of identity (7) for the gradient operator definition. In compar-

ison to the control volume formulation, it differs only in the momentum equation. Using the notations previously introduced,
the area weighted formulation of the momentum equation writes

m%hUibﬁ/PNdL%Q 012p
L

where the averaged pseudo radius has been defined in (6). We point out that, in the case of Cartesian geometry R ¥ 1, the
area weighted formulation coincides with the control volume formulation.
Knowing that m 1/Ajth%i "and R¥% % the momentum Eq. (12) can be rewritten

/,tdghUib/PNdL%Q 013p
t L
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where p ¥ jAjh% i ! denotes the Cartesian inertia. Thus, Eq. (13) can be viewed as a momentum equation written in Cartesian
geometry. We note that the Cartesian inertia is not a Lagrangian mass (e.g. it is not constant as time evolves).

3. First-order spatial discretization

The aim of this section is to establish the first-order spatial discretization of the Lagrangian hydrodynamics equations in
pseudo Cartesian geometry. To this end, we introduce a node-based discretization of the face fluxes which is compatible with
the GCL. According to the choice that is made for the discrete gradient operator, we construct a control volume and an area
weighted discretization. We investigate for both discretizations the important problem corresponding to symmetry preser-
vation. Finally, we construct a nodal solver which equally applies for both formulations.

3.1. Notations and assumptions

Let us consider a physical domain V§tb that is filled with the fluid at time t. We assume that we can map Vétp by a set of
polygonal cells without gaps or overlaps. Each cell is assigned a unique index c, and is denoted by Q.3tb. Each vertex of the
mesh is assigned a unique index p and we denote by Pdcp the counterclockwise ordered list of vertices of the cell Q.3tb.

3.2. Face flux discretization for the polygonal cell Q dtb
3.2.1. Face flux discretization associated with the control volume formulation

To get the discrete evolution equations for the primary variables (%, U, E), we apply the control volume formulation (9) to

the polygonal cell Q.3tb, which has been rotated about X axis (refer to Fig. 2). Let m. denotes the constant mass of this cell. We
introduce for each flow variable ¢, its mass-averaged value defined by

bt [ poav.
Qcotp

C

then system (9) writes

d 1 creryc Cq
me o (PT) f;w RfL{U; N; 0, 814ab
mcdiuc b > R{LIIN; oAPey %0, 814bp
t f2Fach
d c
mcamofza R{L{3ITUY; Nj ¥ 0. 814cp
2Fdch

Here, we have used the index f to denote a generic face of the cell Q. whose vertices are point p and pP, refer to Fig. 2. LfC
denotes the length of this face, Ry % 18R, b Ryeb is the pseudo radius of its midpoint and N; its unit outward normal. We
remark that the product RfL; is nothing but the surface generated by the rotation of the face f about X axis. We have also

ey

(0]
ex X

Fig. 2. Notations related to the polygonal cell Q.dtb.
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introduced the set Fdck, which is the set of the faces of cell Q.. In the source term of the momentum equation A, stands for
the surface of the polygonal cell Q.. The face fluxes Uf, ITg, 6HUD} are defined as follows

1
U”l/—/URdL 515ap
I R;L]E i ’ d
mv L / PRAL, 515bb
R¢L
6HUDf Yo —c /PUR dL. 015¢p
RyLy
Using the previous notations, the geometric identity (8) writes under the discrete form
> RL;N; ¥ vAcey. 316b
f2Féch

With the help of this discrete geometric identity, we rewrite the momentum equation transforming the source term into a
flux term

b > R{Ljdll; PPN; ¥:0. 817p

me—
dt f2Fach

The local kinematic equation in its discrete form at point p is written

%xp ViU, X,d00 s x,, 818p

where X, % 8X,, Y,P' denotes the position of point p at time t > 0, x, being its initial position and U, its velocity.

3.2.2. Face flux discretization associated with the area-weighted formulation
In the case of the area-weighted formulation, we discretize momentum equation using Eq. (12) which has been derived in
the previous section and get

d
me U PR fz LTSNS % 0. 819p
2Fdch

Here, R, denotes the cell-averaged pseudo radius, defined using (6) by R, ¥ ¥, where V. stands for the volume of the cell Q.
rotated about X axis. The pressure flux, II¢, corresponding to the area welghted formulation writes

”/4F KPdL. 020p
f P

We point out that its definition quite differs from that of the pressure flux originating from the control volume formulation,
previously given in (15b).
Introducing m, % p.V. and V. % RA. in the momentum Eq. (19), we rewrite it

qutufp > LTSNS %0, §21p

f2Fach

where p. ¥a p A. stands for the Cartesian inertia. We remark that the discrete area-weighted momentum equation is nothing
but the discrete momentum equation written in Cartesian geometry. However, in the case of cylindrical geometry, we note
that the Cartesian inertia is not a Lagrangian quantity, e.g. it is not constant during time.

3.2.3. Motivations related to the face flux discretization
System (14) represents the face flux discretization of the Lagrangian hydrodynamics equations, issued from the control
volume formulation, for the discrete variables ( LU E ) In order to compute the time evolution of the flow variables, we

need to calculate the face fluxes Uy, II7 and 8I1Ub;. We also provided the face flux discretization originating from the area
weighted formulation. In this case the time evolution of the flow variables is governed by Eqs. (14a), (19) and (14c). Thus,
the evaluation of the face fluxes Uy, ﬁji and GHUD; is needed. In what follows, we shall study thoroughly both discretizations
from the point of view of symmetry preservation. More precisely, we will show why the control volume discretization does
not preserve spherical symmetry whereas the area weighted discretization ensures it. This important problem will be stud-
ied considering a one-dimensional spherical flow computed on an equi-angular polar grid.

Let us remark that, for both formulations, the knowledge of the point velocity U, is required in order to move the mesh.
Moreover, we point out that Eq. (14a) is not only a physical conservation law but also a geometrical conservation law, since
T)—f Y V.. Hence, the face flux Uff associated with this equation must be computed in a coherent manner with the point velocity
U, so that the volume variation remains coherent with the point motion. This critical requirement must be fulfilled in order
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to ensure that the GCL is properly satisfied. In Section 3.4, we will address this problem defining a compatible discrete diver-
gence operator and expressing the face flux Uf in terms of the point velocity U,.

3.3. The issue of symmetry preservation

The aim of this section is to compare the control volume formulation and the area-weighted formulation regarding the
issue of symmetry preservation. More precisely, we address the problem of preserving spherical symmetry in two-dimen-
sional cylindrical geometry. Being given a one-dimensional spherical flow on a polar grid, equally spaced in angle, we ana-
lyze the ability of the discrete gradient operator to maintain spherical symmetry. Using the previous notations, the discrete
gradient operator over the cell Q. writes

hvPicY 1/4Vlc > R (HJE PC)NIE, for the control volume formulation, §22ap
f2Fach

hvPitV v, Re > LIIEN;,  for the area-weighted formulation, §22bp
Ve f2Fach

where the face fluxes, IT; and ﬁ;, are defined according to (15b) and (20). The quadrangular cell Q. is surrounded by the four
cells Qy, Q;, Q;, Q,, the indices corresponding to the bottom, right, top and left positions. The equal angle polar grid, displayed
in Fig. 3, is characterized by the angle Af. The quantities associated with a face shared by the cells . and Q, are denoted by
the double subscript index c, d for d ¥4 b, r, t, I. Since velocity field is radial, in each cell Q. the cell-centered velocity is written
U. Y. Uce., where e; denotes the radial outward unit vector defined at the center of the cell and U, is the magnitude of the
velocity. Due to the spherical symmetry of the flow, the thermodynamical quantities and the velocity magnitude associated
with the cells Q,, 2, and Q; are equal.

Now, to achieve the definition of the discrete gradient operators, we compute the face fluxes, IT; and I £, using an approx-
imate Riemann problem, which is defined at the cell face. Let us consider the cell face, f ¥4 c, dp, shared by the cells Q. and Q.
The corresponding Riemann problem is defined by the two states dp., U, P.p and 6p,, U4, P4b which are located on either side
of the face. The solution of the Riemann problem provides the unique pressure P}, and normal velocity V¥, of the face. Using
the acoustic approximation, one gets

Zch chPd Zch
ZcbZs  ZcbZg
aZcUc pzdudID Ng,d Pd P
Z:pbZy Z.pbZy’
where N¢ ; denotes the unit outward normal related to the cell Q. and the face dc, dp, and Z. is the acoustic impedance of the
cell Q. ie. the density times the isentropic sound speed. Since P, is constant over the face, we get immediately

IS 4 Ya ﬁg‘d Y, P¥,. Using the previous assumptions, elementary geometric computations lead to the following expressions
for the face fluxes in the angular direction

P*, Vi

8Us Ucb N,

V:d Ya

. (A0
PY, Ya P}, YaP.  Z:U.sin (7> 23p
Y
O P, N,
N¢, F Q,
e.
)
. 1;{/ S-L‘,
el
pd V5
Q] F)f b
Q
A
(0]

Fig. 3. Equal angle polar grid.
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We point out the discrepancy with the constant pressure P. due to the direction of the cell-centered velocity. The face fluxes
in the radial direction writes

ZP.pZP. 7.2
Z.pZ  Z.pZ
ZCPI lePc ZIZC

oU. Up.
ZpzZ. Zipz. °

In the case of the control volume formulation, substituting the previous expressions of the face fluxes in (22a) we get

Pl Ya 83U, Ucb,

P:I Ya

VaVPIE v [RE L, (PR Pe) RELE(PY Pe)|ecb (P2 Pe) (RELE,NG, b RELENE, ).
The first term in the right-hand side, which corresponds to the contribution of the face fluxes in the radial direction, is clearly
radial. The second one, which corresponds to the contribution of the face fluxes in the angular direction, is not radial since
Pf, P #0,according to Eq. (23), hence it is responsible for the loss of symmetry. Therefore, the control volume formulation
is not able to preserve symmetry. This shortcoming could be addressed by modifying slightly the left and the right states of
the Riemann problem at each face. Namely, it is sufficient to replace the cell-centered velocities on both sides of the face by
their corresponding interpolated values in angle, at the midpoint of the face. In this way, the viscous part of the interface
pressure cancels, which implies P:b Y4 P, ¥ P.. Therefore, using this modification, the symmetry preservation can be ensured
on equi-angular polar grid. We note that similar observation can be found in [7].

In the case of the area-weighted formulation, using the previous results, the discrete gradient operator over the cell Q.
writes
AW Rc c px c pkx c px nC c p*x pJC

hVPIc Va VC {(Lc.rpc,r Lc,ch.l>ef b Lc.tPc,th,t b Lc,ch.bNC,b] .

o Li,)ec, itis clear

Recalling that the face fluxes in the angular direction are equal and knowing that L, N¢, b L¢, N, ¥a grL
or the area weighted

that the gradient operator is colinear to the radial vector e, thus leading to symmetry preservation
discretization.

3.4. Compatible discretization of the GCL

Knowing that % % V., Eq. (14a) is rewritten

dVC crrc C

2 RLU; N;%o0.

f2Fdch

The volume of the cell Q, V., is a function of the coordinates X,, of point p for p 2 Pach. We compute this volume performing
the triangular decomposition displayed in Fig. 4. That is, using the Guldin theorem, we compute the summation of the vol-

umes obtained by rotating the triangle O, p, pP about X axis, and we finally get

1 1
Vet s > §(RopRppRpp)axp Xpob ez, 824p

p2Pdch

where e; . ex ey. Note that Ry denotes the pseudo radius corresponding to the origin, which is defined by Ro ¥4 1 for
Cartesian geometry and Ro % 0 for cylindrical geometry. Following Whalen [35], we time differentiate the volume and after
some rearrangements we obtain

+ —
P NIC—)—Npp+

0 e T P

Fig. 4. Triangular decomposition of the polygonal cell Q..
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d 1 R, b2R Ry b 2R
EVC 1/45 Z <%Lpp Ny D%Lppblvppb) U,

p2Pdch

where L, ,Lyye are the lengths of the edgesp ,p ,ip,pP and Ny, , Ny are the corresponding unit outward normals. Shifting
indices in the summation, the previous equation becomes

d 1 Ry b 2R R, DZR p
gtV %5 ;D< P 3 U, p £ U}j) Lppp Nppo. 825b
p !

The comparison of this equation to the one resulting from the face flux discretization, refer to (14a), shows that they are
equivalent provided that the face velocity, Ufc. corresponding to the edge ip,pP is written

REUS ¥ 5 (ZRP g’ Ry, p ReP ZR”" Upp>. 5260

Here, we have used the fact that Lyy» %2 Ly, Ny ¥4 N and Rf % 5 (R, b Rpe). We remark that this condition could have been
obtained computing the integral (15a) expressing the velocity field along the edge with the help of a linear interpolation.
Now, we can conclude that the most obvious way to satisfy the compatibility condition (26) consists in first computing
the point velocity Uy, then deducing the face velocity U;. Proceeding in this manner, the compatibility of the face discreti-
zation of the geometric conservation law with the time rate of change of the cell volume is always ensured.
Let us introduce some specific notations which shall be used throughout the present paper. To describe the half lengths
and the unit outward normals which originate from point p, we set
1 1
LIE 1/4§Lpp L 1/4§Lppp,
N; YaNpy , N5 ¥ Nppo.

We also define the pseudo radii R, and R; which are written
1 1
R, 1/4§(2Rp PR,), RS 1/4§(2Rp bRp).
With the help of these notations, the GCL is rewritten in the following form

dy v > (R NS p RS LCN“> U, 827b

PP P PP P
dt p2Pdch

Finally, we employ the previous results to derive the discrete divergence operator over the cell Q.

hr Ui 1/4—‘3/%/4— > (RSN P RSLENS) U, 528»
Ve dt p2Pach

As it has been noticed in [35], the geometric vector between parenthesis, which is called the node area vector, can be iden-
tified with the differential of the cell volume with respect to the node position vector. We also point out that, using this node
area vector, we can recover another form of the geometric identity (8), which shall be used in what follows

> (ROLN; b RSLNG ) % aAcey. 529
p2Pdch

This formula coincides with Eq. (16) since

1
> <R;L;N; b R%L%N%) 75 > [(2RyPRy )Ly Ny b (2Rp P Ryp )Ly Nppr

p2Pdch p2Pdch
1 1
l/46 z [(2Rpp b Rp)Lppo Nppe b (2Rp b Ryb ) Lypb Nppo | 1/45 Z (Rp b Rpp ) Lypo N
p2Pdch p2Pdch
v Y RLNS.
f2Fac

Here, we have shifted the indices in the following way: p ¥ pandp ¥ pP.
3.5. Node-based discretization of the momentum equation
In this section we present the discretization of the momentum equation for the control volume and the area weighted

formulations. This discretization is obtained through the use of the discrete gradient operator associated with each formu-
lation. The discrete gradient operators over the cell Q. are constructed introducing two nodal pressures at each node p of the
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cell Q.. These pressures are denoted IT, and ITj, see Fig. 5, they can be seen as nodal pressures viewed from cell Q. and re-
lated to the two edges impinging at node p.

3.5.1. Control volume formulation

In the case of the control volume formulation, the discrete gradient operator is derived in a compatible manner using the
discrete divergence operator defined by Eq. (28). Hence, employing the nodal pressures IT; and IT;, the discrete gradient
operator writes N

1
-CV c c c (o
WVPIC iy L;w (ReLe IENS b RELETTENS) OCAcPceY:|- 830
Using this discrete gradient operator, the momentum equation is rewritten
mlup 3 (ROLy TN, b RELSIIENS)  oAcPeey % 0. 831p
dt 2 e pppp
p

We have obtained a node-based discretization for the momentum equation which is equivalent to the face flux discretization
(14b) provided that the momentum face flux satisfies

2R, bRp ., Ry b 2Ry
R;n;v2< PR g p ReP 2R e ).

Once again, we note that this condition amounts to a linear interpolation of the pressure along face f % p,pP .

3.5.2. Area-weighted formulation
The discrete gradient operator over the cell Q. corresponding to the area-weighted formulation is defined as follows
hvPit" 1/4 £ N LLING b LSTTENG 832p

PP p P pr
€ p2Pich

where R, ¥ % is the cell-averaged pseudo radius. We deduce the following discretization for the momentum equation

p2Pdch

me dtU PR Y LN, b LFII;N; ¥ 0. 633b

This nodal flux discretization of the momentum equation is equivalent to the face flux discretization (19) provided that the
momentum face flux satisfies

i %%(ngpngb),

which corresponds to a linear interpolation of the pressure along the face. Using the definition of the cell-averaged pseudo
radius, we note that the momentum equation can be rewritten
Hege 4y, b Y LN, b L;II;N; %0, 834p

p2Pach

p

Fig. 5. Localization of the nodal pressures given by the half Riemann problems at point p viewed from cell ..
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recalling that p, ¥ p A. is the Cartesian inertia associated with cell Q.. We point out that in the case of Cartesian geometry
Egs. (31) and (33) coincide. Hence, both formulations reduce to the classical Cartesian discretization, which has been previ-
ously derived in [24,25,23].

3.5.3. Expression of the nodal pressures

To close this section, we show how to express the nodal pressures in terms of the point velocity. Since the velocity of the
edgesip,p andip,pP ,in the vicinity of point p, is equal to the nodal velocity U,, the nodal pressures are computed using the
following half approximate Riemann problems

Pe II%ZoU, Ub N, 835ap
Pe II%Z5U, Udb NS. 835bb

Here, Z;, Z; are mass fluxes swept by the waves. To determine these coefficients we follow the approach suggested by Du-
kowicz [16] setting

Z Y p. [ac bIjsU, Ub N J] 836ab
Z$ Y p, [ac b IjsU, Ucpb Ngj], 836bb
where a. is the local isentropic speed of sound and I'. is a material-dependent parameter that is given in terms of the density
ratio in the limit of very strong shocks. In the case of gamma law gas one gets I'; ¥4 *bl . We note that for I'. ¥ 0, we recover

the classical acoustic approximation and the coefficients Zf and Z; reduce to the acoustlc impedance of the cell Q, which is
denoted by Z..

Comment 2. Let us consider a uniform fluid flow characterized by the constant state p,, Up, Pob. Assuming that the nodal
velocity, Up, is equal to the uniform flow velocity, Uy, Eq. (35) implies IT}, % H% Y4 Py. Therefore, the discrete gradient
operators corresponding to both formulations writes N

hVPoicY V“vl LZ Po(RSL,N; b RELENE) acACPoey}
¢ Lp2Pace

. R
WVPoif % 7¢ > Po(LN; b LoNG ).
€ p2Pich

Thus, applying the geometric identity (29) for o ¥ 0 and o ¥ 1, we get WP,i& ¥4 hVPyi*" 14 0. This shows that our discrete
gradient operators are consistent in the sense that they preserve uniform flows.

3.6. Node-based discretization of the total energy equation

Using the definition of the discrete divergence operator and the nodal pressures previously introduced, we deduce the
node-based discretization of the total energy equation

M o E b Y- (ReLyITsN; b RSLEIISNS ) Uy % 0. 837p
p2Pdch

We claim that this node-based discretization is equivalent to the face flux discretization (14c) provided that

RyOITU; ¥ <2R ;’ R ey, p 22 b32R"b 8 U,,p>‘

3.7. Construction of a nodal solver

The aim of this section is to construct a nodal solver which shall provide the nodal velocity U, and the nodal pressures for
both formulations. The evaluation of these nodal quantities relies on an argument of total energy conservation.

3.7.1. The issue of total energy conservation

First, let us show why the interface pressure on each face is not uniquely defined on the contrary to the classical finite
volume approach. Consider the face #p,q shared by the cells Q. and Q4. As it is displayed in Fig. 6, we have introduced
two nodal pressures on #p,q viewed from cell Q.: IT;, IT;, and two nodal pressures on ip,q viewed from cell Qg : H" Hd
The nodal pressures related to node p are written accordmg to Eq. (35)

P. I$%Zo8U, Up Ny,
Py MY Z@dU, Ugp Ni.
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Fig. 6. Nodal pressures related to the face ‘p,q shared by cells Q. and Q.

Note that here, in order to simplify the computations, we have used the acoustic approximate Riemann solver, and Z, Z,
denote the acoustic impedance of the cells Q. and Q. By subtracting the second equation from the first one we obtain

1y 5%z pZp(Uy Ny VE), 838

where V, is the normal component of the Riemann velocity

ZUPZUs v Pa P
ZcpZy P ZpZy

This normal velocity corresponds to the one-dimensional solution of the acoustic Riemann problem in the direction of the
unit normal Nj. Eq. (38) shows that the nodal pressures are equal if and only if the projection of the node velocity onto the
unit normal is equal to the one-dimensional normal component of the Riemann velocity. Since in general U, N3V, we
have the discontinuity Hﬁ#Hf, The discontinuity of these pressures across the face implies the loss of total energy conser-
vation, on the contrary to the 1D Riemann solver classical approach. We shall show hereafter how to recover total energy
conservation by imposing an additional constraint which will be the main ingredient to construct the nodal solver.

To address this issue, let us write the global balance of energy without taking into account the boundary conditions. The
summation of the total energy Eq. (37) over all the cells leads to

;t(zcjmcEc> v >3 (ROLITN, b RELSIIENS) U,

C  p2Pdch

Vi Ya

Switching the summation over cells and the summation over nodes in the above right-hand side, one gets
d C C c C
T (Z mCEC> Z 22&; (RL; TN, b RELSITENS ) U,
c c2C3pp

where Cdpp is the set of the cells around point p. Total energy is conserved provided that the term between parentheses in the
right-hand side is null. This enables us to provide the following sufficient condition which ensures total energy conservation

Y RN, b RSLSITENG 42 0. 839
c2Copp

With this sufficient condition in mind, let us examine the conservation of momentum for the control volume formulation
and the area weighted formulation. For the first formulation, the computation of the global balance of momentum, without
taking into account the boundary conditions, yields

% (Z mcUc> Ya Z |:pz (R;L;H;N; b RCLCHCNC> O(ACPCCY} )

c 2Pdch

Now, switching the summation over cells and the summation over nodes in right-hand side and using (39) one gets

% (Z mCUC> Yaor (ZACPC> ey.

This last equation expresses the conservation of momentum for the control volume formulation. Concerning the
area-weighted formulation, we point out that it is not possible to exhibit such a global momentum balance. This comes from
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the fact that the discrete gradient operator used in the area weighted formulation is not compatible with the sufficient con-
dition (39).
The examination of the left-hand side of Eq. (39) allows a mechanical interpretation by introducing the force
Fpe Ya R;L;H;N; b R%L%H%NI%. 040p

This force is a sub-cell force which acts at point p and is related to cell Q.. Thus, the sufficient condition (39) can be viewed as
mechanical balance of the sub-cell forces around point p. Now, substituting the expressions of the nodal pressures given by
the half Riemann problems (35), the sub-cell force is rewritten

Fo Y (R”LCNC

SLN, b RELSNS )P MU, U, 341p

where M, is the 2 2 matrix defined by

Mpe % ZyRELGNS  Nop b ZSLREING  NEp. 842p

We remark that this matrix is symmetric positive definite, thus always invertible. Finally, using these notations, the suffi-
cient condition (39) can be rewritten under the equivalent form
Z (RCLCNC b R9L5N5>PC MpcdU, Ucb ¥4 0. 343p

prpp P Tt b
c2Capp

The sufficient condition to ensure total energy conservation exhibits, in its final form, a vectorial equation satisfied by the
point velocity U,. This equation allows to construct a nodal solver.

3.7.2. Computation of the nodal velocity
There remains to compute the nodal velocity using Eq. (43). Setting My ¥ 3~ ¢;,Mpc the system satisfied by the point
velocity U, is written
MU, % > (RfoNf b R5L5N5>PC b MycU.. 344p

prp ' p B PP
c2Cdpb

We remark that the M, matrix is symmetric positive definite by construction, hence it is always invertible. If we use the
acoustic approximation (coefficient I'c %20 in Eq. (36)), the mass swept fluxes reduce to the acoustic impedance, i.e.
Z,YaZ5 Y Z,, then the system (44) becomes linear and it admits a unique solution. In the general case corresponding to
I':#0, system (44) is non-linear due to the dependence of the mass swept fluxes to the point velocity. Therefore, U, has
to be computed by using an iterative procedure such as a fixed point algorithm. From a theoretical point of view, we cannot
show the convergence of such an algorithm. However, in numerical applications, we have found that few iterations are
needed to get the convergence. Regardless of the type of approximation used, the expressions for the point velocity and
the nodal pressure can be written

Uy %M, > (RELN, b RELSNS)Pe b My U, 645ap
c2cpp

P I5%Z3U, Usb NG, 845bb

P. MY Z3U, Udb NS, 845¢h

Finally, using total energy conservation and half Riemann problems, we have constructed a two-dimensional nodal solver,
which can be viewed as a two-dimensional extension of the classical one-dimensional Riemann solver. This nodal solver
is suitable for both control volume and area-weighted formulations. We notice that in the case of Cartesian geometry, it re-
duces to the nodal solver which has been derived in [24,23].

Comment 3. We emphasize that the main difference between the present nodal solver and the previous one derived in
[24,23] lies in the presence of the R¢, R% factors in the nodal velocity expression, refer to (45a). These geometric factors
come from the compatible definition of the discrete gradient operator (adjointness with the discrete divergence
operator).

3.7.3. The case of a one-dimensional spherical flow in cylindrical geometry

Here, we show that our nodal solver preserves the spherical symmetry in the case of a one-dimensional spherical flow
computed on an equal angle polar grid such as the one displayed in Fig. 7. Let us consider the point p surrounded by the four
quadrangular cells Q;, i % 1,...,4. To simplify the computation, we use the orthonormal basis de;, e, located at point p. Due
to the symmetry of the flow, the thermodynamical quantities are equal in the cells Q;, Q4 and in the cells Q,, Q5. The cell-
centered velocities write U; ¥ UiN1,, Us % U;Nsg4, U, ¥ UsNi,, Us % U,Ns34. Here, Njj,; denotes the counterclockwise
orientated unit normal of the interface shared by cells Q;, Qi,; and U; is the velocity magnitude in cell Q;. In the local basis
de,, e;p we have
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cosA? 0 cosA? 0
N % . io , Na3% ( >-, N34 Y . AZ(, , Ny ¥ < )
sin&?, 1 sin&? 1

Now, using the acoustic approximation, we evaluate the M, matrix and RH vector which corresponds to the right-hand side
of (45a). The point velocity is the solution of the linear system M,U, ¥ RH. Some elementary calculations provide the ele-
ments of the matrix M,

My ¥4 3Z1 P Z2PL120R1 2 b R3 4P cOS? %,

Mp o Ya Mp or Y4 0Z1 | Z3bL1 20R3 4 R]_zpCOS% sin%,

My g9 ¥4 821 P Z3PL1 20R1 2 p R3 4P sin® % b 20Z1L41R41 b Z12L5 3R, 3p.
The components of the right-hand side write

RH, 4ZiUy pZaUs 8Py PpLis0R1, b Rsspcos’y
RH() 1/4¥Z1U1 p22U2 5P2 P]pL1_26R3_4 Rl_zbsin%.

Here, Lijx1 and R;;,1 denote the half length and the pseudo radius related to the edge shared by the cells ©; and Q,;. We
notice that Ly, ¥ L3 4 due to the symmetry of the grid. Finally, we get the following result for the components of the point
velocity expressed in the local basis de;, ;b

ZUipZU,; oP, Pip 1
Z1bZ, cos4’

Upr Ya Upo Y 0.
The point velocity is radial, hence the nodal solver preserves the spherical symmetry on equal angle polar grid. We have recovered
the classical one-dimensional acoustic Godunov solver modified by a geometrical factor which corresponds to the projection
of the cell velocity direction onto the radial vector e,. This geometrical factor has no consequence since cos4’ ¥ 1 when
A0 1 0. We point out that the symmetry preservation is due to the fact that the mesh is equally spaced in the angular direc-
tion. If the mesh does not satisfy this assumption, then L, ;#L3 4 and u, ,#O0.

To achieve this study, we provide the computation of the eight nodal pressures located at point p, refer to Fig. 8. There are
two nodal pressures for each cell surrounding point p, each pressure being associated with the unit outward normal. Hence,
with the present notations, for the cell ©Q; these pressures are determined as follows

Nio
(p2, P2, U>)

0,

0

Fig. 7. Fragment of an equal angle polar grid and notations for a one-dimensional spherical flow.
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H;l YuP; ZdU, Up Nijpr,
;% Pip ZoU, Up N; 1.

Using the expression of the point velocity U,, some elementary algebra leads to

Z,P1PZiPy  Z1Z,8U; U;p
v, 2 v, =21
p R ZipZ ’
H; Ya H% YaPy ZyU, Sin%,
1 2P P ZiPy 210U, Upp

Z1pZ, '
. A0
Hg Yy H}J v,P,  Z;U; sin -

We note that the nodal pressures located on the two sides of the same edge are equal. For the two edges corresponding to
Q:\ 2, and Q3 \ Q4, we remark that the nodal pressures are exactly equal to the interface pressure computed from an
acoustic Riemann solver. The remaining edges, which are perpendicular to the angular direction, separate two identical
states, hence the corresponding nodal pressures should coincide with them. However, we notice that the nodal pressure dif-
fers from the constant state up to a geometric factor which is proportional to sin4%. We observe that this geometric factor will
introduce a viscous term which acts in the angular direction. This term has two bad consequences. Firstly, it implies the loss
of symmetry for the control volume scheme as it has been explained in Section 3.3. Secondly, it prevents our first order
scheme from ensuring the wave front invariance requirement [10]. This shortcoming can be overcome using a high-order
extension, in which the nodal solver uses the extrapolated pressure and velocities at the point, rather than their aver-
aged-cell values.

3.8. Summary of the node-based flux discretization
We summarize the previous results recalling, for both control volume and area weighted formulations, the semi-discrete

evolution equations that constitute a closed set for the unknowns (;%’ U, Ec>. First, we write the system which corresponds
to the control volume formulation

Fig. 8. Localization of the multiple nodal pressures around point p.
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(7
me o (— RLSNS b RELENS) U, %0,
dfpc p;w(ppp ppp) p
me - Tup Y (ROL TN, b RELSIIENS)  oAcPeey % 0,
p2Pdch
m th b Y (ReLyITsN; b RSLEIISNG ) U, %0,
p2Pdch

To obtain the area weighted formulation, it is sufficient to replace the above discrete momentum equation by the following
one

me dtu PRe Y LNy b LSIISNG ¥4 0.
p2Pack — T T

We notice that the discrete kinematic equation and the nodal solver are common to both formulations. The local kinematic
equation is written

%Xp Uy, Xp00pY%X,,
The point velocity U, and the nodal pressures are obtained thanks to the nodal solver defined by
1
Up %M, > [(ReLNG b RELENS ) Pe b MycUc|
c2Capb

P. Hf_, Ya Z;aUp u»p Nf_,,

P. HIEJ Ya zgaup u»p NIEJ,
where the 2 2 matrices, Mp. and M,, are written

My % ZyRELSSN, Ny D ZGRELE(NS  NS), My % > M.
c2Capb
We recall that the swept mass fluxes Z; and Zf—, are defined by (36).

Finally, we have obtained a first-order cell-centered discretization of the Lagrangian hydrodynamics equations using a
node-based flux discretization. The fluxes and the mesh motion are computed in a compatible way thanks to a nodal solver that
uniquely provides the point velocity and the nodal pressures. The area-weighted scheme preserves the spherical symmetry on
an equal angle polar grid whereas the control volume scheme does not. We also notice that both formulations reduce to the
scheme which has been derived in [23], in the case of the Cartesian geometry.

Comment 4. In the Lagrangian formalism, we have to consider two types of boundary conditions on the border of the
domain D: either the pressure or the normal component of the velocity is prescribed. Here, we do not detail the
implementation of these boundary conditions. Let us notice that they are consistent with our nodal solver. For a detailed
presentation about this topic the reader can refer to [24].

3.9. Entropy inequality for the control volume formulation

We show that our first-order control volume scheme in its semi-discrete form satisfies a local entropy inequality. Using
the Gibbs formula [14], we compute the time rate of change of the specific entropy o, in cell Q.

do, de, 1
Y, P 46b
“dt “mf{dtp “dt\p, 5
where T, denotes the mean temperature of the cell. Thanks to the definition of the internal energy this equation is rewritten

do. dE. du, d /1
mele=ge Yame {dt Ue i pPCdt(pf)}

We dot-multiply momentum Eq. (31) by U, and subtract it from the total energy Eq. (37) to get

m.T

dE. . dU.
mc{a U, dt}l/ p;m(R;L;H;N;bRCLCHCN“) U, UP cAPU. ey.

The pressure work is computed by multiplying (27) by P,

p2Pdch p2Pdch

P.m, dt( > ve > (RELPN, D RELPNS) Uy % > (RGLPN, b RELEPNG) U, Ucb b 9APU. ey
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The last line of the previous equation comes from the geometric identity

> (ROLN; b RSLNG ) % aAcey.
p2Pdch

Finally, the combination of the previous results leads to
do
meTe= g o ;D [RoLs (Pe 115 )Ny P RSLE(Pe MT5)NS| aU, U, 347>
p2Pad!

With the help of the half Riemann problems (35), we deduce the final expression for the time rate of change of the specific
entropy within cell Q.

do.
dt

mTc— % > MudU, Ub U, Ucpb. 348p

p2Pdch

Since the 2 2 matrix M, is symmetric positive definite, the right-hand side of (48) is a quadratic form which is always po-
sitive. Consequently, our control volume scheme is such that entropy increases in the cell Q, that is %c > 0. This important
property ensures that the kinetic energy is properly dissipated into internal energy. The examination of (48) right-hand side
shows a tensorial structure of the entropy dissipation rate which is quite similar to the artificial viscosity used in two-dimen-
sional staggered Lagrangian schemes [8,10].

3.10. Entropy inequality for the area weighted formulation

We note that it is not possible to write such an entropy inequality for the area-weighted scheme. This impossibility comes
from the fact that the discrete gradient operator associated with this scheme is not compatible with the discrete divergence
operator.

Comment 5. We must admit that our entropy production term is always active even in the case of isentropic flows. For such
flows our scheme does not conserve entropy. This property is typical from Godunov-type schemes. However, this extra
entropy production can be dramatically decreased by using a high-order extension of the scheme as we shall see in Section 6.

4. The two-dimensional high-order extension

We present a two-dimensional high-order extension for both control volume and area-weighted schemes. This high-or-
der extension uses a one-step time integrator based on the so-called GRP (Generalized Riemann Problem) methodology
which has been derived by Ben-Artzi and Falcovitz [4-6]. This methodology consists in solving the higher-order Riemann
problem with piecewise linear polynomials, whereby the approximate solution is given as a time power series expansion
right at the interface, thus providing a numerical flux for a high-order Godunov-type method. Ben-Artzi and Falcovitz have
developed GRP schemes for the one-dimensional compressible gas dynamics equations written in Lagrangian and Eulerian
formalisms. In [6], they have also presented a two-dimensional extension using the Strang directional splitting. In the pres-
ent study, we develop an original genuinely two-dimensional Lagrangian extension which uses the node-based flux discret-
ization previously described. Our derivation employs the acoustic approximation of the GRP method. This approximation
provides a framework in which the solution of the GRP is simple to compute and easy to handle. In the Lagrangian one-
dimensional case, this approximation has been thoroughly described in the monograph [6], we have also recalled it in
[23]. We note that a Riemann invariants approach could have been also used, following the methodology developed in [21].

In what follows, we describe the main algorithm for the two-dimensional Lagrangian hydrodynamics, which allows a
straightforward implementation of our high-order extension. Then, we detail the crucial step corresponding to the compu-
tation of the time derivatives of the node-based fluxes.

4.1. Description of the GRP algorithm

Let (1, Ut E? ) be the mass-averaged values of (1 U, E) over the cell Q7 at time t % t". We assume that all the geometric

cr-c

quantltles are known at time t". We describe the two- dlmensmnal 1mplementatlon of the GRP scheme through the following
four steps.

Step 0. Construct a piecewise monotone linear representation of the velocity field and the pressure over the cell Q at time t"

UsXb v U" partUp, (X X,
P3Xp Vi P"paVPy, (X X,

where X denotes the centroid of Q7,3rUp, and §VPp, are respectively the piecewise constant velocity and pressure
gradients in Q.



Step 1.

Step 2.

Step 3.

Pt s

Being given the piecewise linear pressure and velocity at time t" over the cell Q7, we solve the Riemann problem
for the two-dimensional gas dynamic equations at each point p. With the help of the nodal solver previously devel-
oped, determine the point velocity U; and the nodal pressures IT,", Hg” using the extrapolated pressure and veloc-
ity at point p N

Uy (M) S [(ReL"N" B RYLENGT )P (X3) b iU (X;)].

c2Cdpp
P. (x’;) s vz [u; U. (x;;)] NS,
P(X}) M5 ZE Uy UsKpp| NS
Here, the superscript n is used for geometrical quantities such as lengths and normals to emphasize the fact that

they are evaluated at time t".

Determine the time derivatives (‘fj—’[’); (‘2—’[7);" ("d—’g);" (45" and compute the midpoint values

n
U v p%@#) , 349ap
p
cnpd en . At dm\ "
5™y, e p—<— , 349bb
P e P \dr),
1 At (dIT\“"
5"y, ni‘”pf<7> : 849cp
P p P2 \dr ),
n
PPy, ng%@i;) . 549dp
C

Here, we have introduced the time derivatives corresponding to the node-based fluxes U, IT;, and IT; defined at
point p. We have also introduced the time derivative of the cell pressure, P., that will be used in the momentum
equation for the control volume scheme.

Compute the motion of the mesh thanks to the discrete kinematic equation

XU XD v ALURP?, 8500

and update the geometrical quantities. Then, evaluate the new averaged values (pnlpl ,U?bl , EZ‘”) using the updat-
ing formulae ¢

me

vt

moUP' Ubp At S RS ING p RS TS PN

p2Pdch
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The density computed from this equation is rigorously the same than that computed from mass conservation provided that
the time integral of the node area vector is computed exactly. This requirement is fulfilled if one employs the Simpson’s rule
to define the numerical integration, i.e.

p2Pdch /f"

where t"P} ¥, " p 4!, since this quadrature rule is exact for quadratic functions. For the momentum and the total energy equa-
tions, we have used the geometrical quantities evaluated at the beginning of the time step in order to rigorously ensure the
conservativity of the scheme. This last point shall be explained in the subsequent section.

In what follows, we are going to detail step 2, knowing that the monotone piecewise linear reconstruction has already
been described in [23]. Let us recall that this piecewise linear reconstruction is performed using a least squares method, fol-
lowed by a multi-dimensional slope limitation procedure, which is known as the Barth-Jespersen limitation [2,3].

t"m

At c (b}
AA Y [0 b 4ot (17PF) /5ot

4.2. Computation of the time derivatives
For sake of completeness, we recall the explanations that have been firstly introduced in [23].

4.2.1. Characteristic equations

The first step for computing the time derivatives, consists in writing the characteristic equations for the two-dimensional
gas dynamics equations [18]. We recall that by using the nonconservative variables 6P, U, ob, the gas dynamics equation can
be written in nonconservative form

—th)bpazr U0, 651ap
v 1
- — 1,
it P, VPO, 851bp
do

1
i 70 851ch

where ¢ denotes the specific entropy. Let N ¥ 8Ny, Nyb' denote a particular vector of R?. The Jacobian matrix in the direction
N related to the previous system is written

0 pa*Nx pa*Ny 0O

L] 0 o0
AGNbYs |

Moo 0 o0

0 0 0 o0

The eigenvalues are easily found to be 0 and akNk. Thus, we have two simple eigenvalues, which for kNk ¥4 1 are 1% a
associated with acoustic waves, and A ¥ 0 of multiplicity 2 associated with the entropy waves. To obtain the characteristic
equations in the direction N associated with the acoustic waves, we dot-multiply Eq. (51b) by paN and add it to Eq. (51a) to
get

au
dt

" (#),

Fig. 9. Generalized Riemann problem at point p.
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% baVP Np pa <il_lt] Npar U) Y 0, associated with eigenvalue a, d52ab
dpP du . o
ar aVP N pa i N ar U) %0, associated with eigenvalue a, 352bp

where N denotes any unit vector.

4.2.2. Construction of a nodal acoustic GRP solver

The second step consists in solving the acoustic GRP problem in the framework of our nodal solver. At time t ¥4 t", let us
consider a point p and assume that the flow variables in the surrounding cells are all continuous at X ¥ X,,. The pressure and
the velocity are continuous and linear, but we allow jumps in their slopes, that is, their slopes are piecewise constant. Let N
denote the unit normal to the interface between cells c and d, see Fig. 9. In what follows, we omit the superscript n related to
time in order to simplify the notations. We assume that U, P and their derivatives are continuous across the characteristics in
the direction N associated with the acoustic waves. The time derivatives are defined by setting

du . du

- 1, -

(dt>p Yy 1‘.‘}2 T 08X, th, 853ab
drme®. .. .. dP

- 1, —

(dt)l—, A!l'rtr’} 1}1{% T 80X, nN,tb, 353bb
dm® .. . dP

- 1, -
<dt>p A!llnt} !71!18 T X, b nN, tb, 353ch

where # > 0. In the vicinity of X, and for t ¥ t", the continuity of the derivative of P,2 aVP N (resp. % p aVP N), across
the characteristic in the direction N associated with the eigenvalue a (resp. a), leads to

dIn\ dpP
(EL acdVPP, N ( dt)c a:8VPp. N, 854ap
dim\* dp
(—dt>ppadaw>pg N v ( dt>dbad6VPbd N. 854bp

Here, we have expressed the derivatives in two ways, approaching the characteristic from either side. We notice that we
have kept the two-sided notation (such as a.,a; which are equal) in the previous equations so that we can use them in
the numerical applications even for discontinuous states. Concerning the notations, we have set

ESVPDIEJ Ya li!rg 111{13 VPiX, 1N, b, 6VPDZ Ya }i!IB 511513 VPiX, b 1N, tb.

The other notations are displayed in Fig. 10. With the help of Eq. (51b), we get

c du d du
VPpE ¥ \Y, 1
[} Ppp Ya pc<dt)p7 0 PDE Ya pd(dt>p.

ey (B), | (), Py

(). (%),

Pe(X) = P!+ (VP).- (X - X() Fa(X) = Pl +(VP)y- (X = X3)
Uc(X)=U¢ +(VU), - (X - X7) Ug(X) =Uj+(VU)y- (X = X7)

t = =

(), "% e

Fig. 10. Structure of the Generalized Riemann problem at point p in the direction of the unit normal N. Note that { % X N is the variable in the direction of
N.
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The time derivatives of pressure in the right-hand side of (54) are expressed thanks to Eq. (51a) and we finally obtain

(%7) b Z (‘3‘:) N% a[oVPr. NpZdr Up], 855ab
d
(?) zd<‘zﬂ) N as[5VPp, N Zgr Ub,]. 855bp
t), t),

In the left-hand sides of the previous equations the pressure gradient is obtained using the piecewise linear reconstruction.
Regarding the velocity divergence, it is computed taking the trace of the velocity gradient, that is 6~ Ub, %2 Tri8rUp, . Sub-
tracting (55a) from (55b) we get

dm\® /din du -
(), () nepzal () v

where V¥, is defined as follows
aoVePr, NpZ.8r Ub. b agisVPr; N Zg6r Ub,
ZcbZq '

It turns out that \'/:d is the normal component of the one-dimensional solution of the acoustic GRP problem in the direction of
the unit normal N, refer to [23]. Therefore, the time derivatives of the nodal pressures are equal if and only if the projection of
the time derivative of the node velocity onto the unit normal is equal to V*,. Since in general (4 N;é\'/zd, we have the dis-
continuity (42);# (4),.

)

V:d Ya

p

Finally, for each face, we introduce four time derivatives of the pressure, two for each node on each side of the edges. The
discontinuity of these time derivatives across the face implies the loss of total energy conservation, on the contrary to the
one-dimensional case. In what follows, we shall show how to compute these time derivatives by recovering total energy
conservation.

We study total energy conservation writing the global balance of energy without taking into account the boundary con-
ditions. The summation of the discrete total energy equation, refer to Step 3, over all the cells leads to

Zm (Enpl En) 1 Atz Z (chLanancnbchLanancn> U;b%

c  p2Pich
dIm\ " dIm\ " npl
cn Cc,n cnrcn c,n
R;"Ly (dt) N," b RS"L; (dt> N ] U,

3ALH?
-2

c  p2pic

Here, we have expressed the nodal pressures H,J p2, Hﬁ”pz thanks to the Taylor expansions (49b) and (49c). Switching the
summation over cells and the summation over nodes in the right-hand side of the previous equation, we get

Zm (Enpl En) Y, Atz Z <chLanancnpchL_ chNcn> U;b%

c2Copp
dm\ <" dim\ " npl
cn c.n cnrcn c,n
RC”L (dt) N bR L <dt> N } U,

Yy
c2Caopp

By construction of the nodal solver, the term between parentheses in the right-hand side cancels. Then, total energy conser-

vation at the discrete level is ensured, provided that the term between brackets in the right-hand side cancels. Therefore, we

deduce the following sufficient condition to ensure discrete total energy conservation

cn cn
3 R”‘LC"(CZIZ) N“"be"Lf"(‘gD N;‘”} %0, 856
c2Copp

We claim that this condition also implies the conservation of momentum for the control volume scheme, in the sense that
the following balance is satisfied

1 1
SomaUP Ul veanty AP ey
C C

We note that condition (56) expresses the balance of the forces per unit time induced by the discontinuity of the time deriv-
atives of the nodal pressures. The times derivatives of the nodal pressures, (4 ) " and (‘fd—’Z);" are linked to the time derivative

of the point velocity, (4 ) with the help of the following equations .

dim\ " du
(E) pz"( dt)p N a [aVPbC Ng" b Zor ch], 857ab

dH o n dU n c.n n
(E) b Z" ( dt) NS e [aVPpC N b ZIor ch]. 857bp
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These equations are obtained writing the continuity of the derivatives of P,&2 aVP N;‘” and2 aVP N:", across the char-
acteristics in the directions N;" and Ng'" associated with the eigenvalue a. Once more, this is done in the vicinity of X, and
fort ¥ t" (refer to Fig. 11). It turns out that the combination of (56) and (57) written for each cell surrounding point p, con-
stitutes a closed set of equations that allows to determine the time derivatives. Substituting Egs. (57a) and (57b) into the

sufficient condition (56), one obtains

dt

p c2Capp

n
Gy <du> ve Y al [Ggarppcng(R;"L;-”N;" pRg"Lg"Ng")ar Upc},

where G, and G, are the 2 2 matrices defined by

n ) cn c,n c,n cnyren c,n c,n
Gy Vi ZL[ROMLTONG"  Np"p p RELEGNS" N[, G, % > G,
c2Copp

We note that these matrices coincide with the matrices M, and M, introduced in the nodal solver in the case of the acoustic
approximation. Matrices G, and G, are symmetric positive definite, thus G, is always invertible and the time derivative of the
point velocity is written

dU\* v G, Z al|GSorPp, p ZF (RE'LENS™ p RETLETNE™ )6 Ub a58p

da), "t 7w c [P0 PP\ Rty Ny PRp 15 Np o

p c2Copp

The time derivatives of the nodal pressures are deduced from (57).

Finally, we have constructed a nodal solver to compute the time derivatives of the node-based fluxes. This solver can be
viewed as the two-dimensional extension of the one-dimensional acoustic GRP solver derived by Ben-Artzi and Falcovitz. We
note that this nodal solver can handle both control volume and area weighted formulations. Moreover, it ensures rigorously
total energy conservation at the discrete level.

Comment 6. A closer inspection of the formulae (58) and (57) reveals that by setting the slopes to zero in the piecewise
linear reconstruction, the time derivatives of the node-based fluxes cancel out. Hence, our algorithm recovers naturally the
first-order scheme.

4.2.3. Computation of the time derivative of the cell pressure
For the control volume scheme, we need to compute the time derivative of the cell pressure, (4)". This computation is
easily performed using Eq. (51a) and we finally obtain

dP "
1 2
(Tt)c Ya pcacél UDC,

where the divergence of the velocity is obtained through the use of the piecewise linear reconstruction.
5. Time step control
For numerical applications, the time step is evaluated following two criteria. The first one is a standard CFL criterion

which heuristically guarantees the monotone behavior of the entropy. The second is more intuitive, but reveals very useful
in practice: we limit the variation of the volume of cells over one time step.

+ c,n

P

Fig. 11. Localization of the time derivatives of the nodal pressures and velocity at point p viewed from cell Q.
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5.1. CFL like criterion

We propose a CFL like criterion in order to ensure a positive entropy production in cell Q. during the time step. At time ¢,

for each cell Q. we denote by L] the minimal value of the distance between two points of the cell. We define
LTl
1 in =<
Atg Y4 Cg mcm ar’

where Cg is a strictly positive coefficient and a. is the sound speed in the cell. The coefficient Cg is computed heuristically and
we provide no rigorous analysis which allows such formula. However, extensive numerical experiments show that C¢ % 0.25
is a value which provides stable numerical results. We have also checked that this value is compatible with a monotone
behavior of entropy. The rigorous derivation of this criterion could be obtained by computing the time step which ensures
a positive entropy production in cell Q. from time t" to t"P!.

5.2. Criterion on the variation of volume

We require that a cell does not change its volume by too large an amount in a time step. We estimate the volume of the
cell Q. at t ¥ t"P! through the use of the Taylor expansion

d
VIPLy, v p g VOUPAL.
Here, the time derivative £ V. is computed using the discrete GCL. Let Cy be a strictly positive coefficient, Cy 2 0, 14 We look
for At such that
Ve vij
Vﬂ

C

< Cy.

To do so, we define

Atv ]/ C mln g
4 —c .
v c J dt Vcatnbj

For numerical applications, we choose Cy % 0.1.
Last, the estimation of the next time step At"P! is given by

At™! ¥, mindAtg, Aty, Cu A", 359p

where At" is the current time step and Cy,; is a multiplicative coefficient which allows the time step to increase. We generally
set Cy ¥ 1.01.

6. Numerical results

In this section, we present several test cases to assess the robustness of the control volume and the area-weighted
schemes. For each problem, we use a perfect gas equation of state which is taken to be of the form P¥2 &y 1pp¢, where
7 is the polytropic index. The computations have been made using the Dukowicz approximation for the nodal solver [16],
namely the coefficient I'. in the mass swept flux is set equal to %

6.1. Spherical Sod problem

Here, we consider the extension of the classical Sod shock tube [32] to the case of spherical geometry. The present prob-
lem consists of a spherical shock tube of unity radius. The interface is located at r ¥ 0.5. At the initial time, the states on the
left and on the right sides of the interface are constant. The left state is a high pressure fluid characterized by
0p,,Pr,up %281, 1,0p, the right state is a low pressure fluid defined by dpy, Pr, ugp % 80.125,0.1, 0. The gamma gas law is de-
fined by y ¥4 Z. The computational domain is defined in polar coordinates by &r,6p 240,1  [0,4] where r % " 8x? p y?p and
6 ¥s arctan (¥). The initial grid is a polar grid with 100 9 equally spaced zones both in the radial and angular direction.
The boundary conditions are wall boundary conditions, that is, the normal velocity is set to zero at each boundary.

The aim of this test case is to assess the symmetry preservation ability for the area-weighted and control volume
schemes. In what follows, we define a numerical indicator that measures the loss of symmetry preservation. The polar grid
is described using logical j-lines radially outward and logical i-lines in the angular direction. For the logical i-line, let us intro-
duce the averaged radius

Jp1

— 1
R; %WZRU,

Jl
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where J b 1 denotes the number of logical j-lines and R;; is the radius of the node located at the intersection of the logical i-
lines and the logical j-line. Then, we define the difference between the averaged radius and the generic radius along the log-
ical i-line

AR; Y4 ~max jR,‘J R,J
jwl,..Jp1

Finally, we introduce the global indicator which characterizes the symmetry preservation by setting
ARY: max AR;,
ip1

i¥al,...,

where [ p 1 denotes the number of logical i-lines.

We run the Spherical Sod problem using the high-order area-weighted scheme and the first and high-order control vol-
ume scheme. The corresponding AR indicators are displayed in Fig. 12 as function of time, using a logarithmic scale.

We remark that symmetry preservation is ensured to numerical roundoff for the area-weighted scheme. As expected, the
control volume scheme does not ensure symmetry preservation. However, it is interesting to note that the high-order exten-
sion performs better than the first-order version, as it can be seen in Fig. 13. This last result corroborates the theoretical
study that has been performed in Section 3.7.3 concerning the symmetry preservation in the case of a one-dimensional
spherical flow in cylindrical geometry.

We have also displayed in Fig. 14 the numerical density computed with the high-order area-weighted scheme as function
of the cell center radius versus a reference solution. This reference solution has been computed using a one-dimensional sec-
ond-order spherical Lagrangian code with 10,000 cells. We note the good agreement between the numerical and the refer-
ence solution. One can clearly see the non-oscillatory behavior of the proposed high-order scheme. We emphasize that in
particular the beginning and the end of the rarefaction fan are difficult to capture and that especially here, our high-order
scheme performs quite well.

6.2. Kidder’s isentropic compression

In [20], Kidder has analytically computed the solution of the self-similar isentropic compression of a shell filled with per-
fect gas. This analytical solution is particularly useful in order to assess the ability of a Lagrangian scheme to properly com-
pute a spherical isentropic compression. More precisely, we want to check that the area-weighted scheme does not produce
spurious entropy during the isentropic compression.

We briefly recall the main features of this solution in order to define the test case. Initially, the shell has the internal (resp.
external) radius r, (resp. re). Let Py, Pe, p,,, and p, be the1pressures and densities located at r, and r. Since the compression is

isentropic, we define s ¥4 /f—e and we have p, % p e(f}:)i. Let Ror, tb be the radius at time t > 0 of a fluid particle initially lo-

cated at radius r. Looking for a solution of the gas dynamics equation under the form Rdr, tb ¥ hdtbr, using the isentropic fea-

0.01 T T T T T T T T T

0.0001

1e-06

1e-08

control volume first-order
control volume high-order

’Jé area weighted high-order --------
1e-10 |
1e-12 | |
1e-14 | |
A
1e-16 . I I L . ) ) ) .
0 0.02 0.04 0.06 0.08 0.1 0.12 0.14 0.16 0.18 0.2

time

Fig. 12. Symmetry preservation indicator as function of time for the spherical Sod problem.
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Here, T denotes the focusing time of the shell which is written

112 r2
A
2 a2 a
where a® % syp? ! is the square of the isentropic sound speed. The particular form of the polytropic index enables us to get
the analytical expression hatp ¥ 1/1 (g)2 which is valid for any t 2 %0, T4 Note that hatb goes to zero when t goes to 7, hence

7 corresponds to the collapse of the shell on itself. For r 2 iry, 1 , the initial density and pressure, p,, Py, are defined by

1
0 AR IO L
orp Y. !

g “(r@ pfh Pt )

P8rb Ya s8p%3rpb? .

Note that the initial velocity is equal to zero since the shell is assumed to be initially at rest. The isentropic compression is
obtained imposing the following pressure laws at the internal and external faces of the shell:

PaRGr, tb, tb Ya Pyhdth 71,
PoR?r, b, tb Ya Pohdth 77,

We point out that the velocity field is a linear function of the radius R which is a typical property of self-similar isentropic
compression.

For numerical applications, we consider the spherical shell characterized by r, ¥ 0.9 and r. %2 1. We set P, % 0.1, P, ¥ 10,
and p, %10 2. Due to spherical symmetry we have v%3, hence y ¥ 3. The previous values lead to p, % 6.31
10 4, s%2.15 10*and, t%6.72 10 °.

The initial computational domain is defined in polar coordinates by ér, 00 240.9,1  [0,Z], where r % /8x* p y?p and
0 ¥s arctand®p. The computational domain is paved using equally spaced zones in the radial and the angular directions. Kid-
der’s problem is run with the three following polar grids: 25 15,50 30and 100  60. The stopping time is chosen to be
very close to the focusing time setting ts % 0.997t. The computations are performed with the high-order scheme using the
Barth-Jespersen limiter. To precisely estimate the entropy production we define the entropy parameter

o Ya—.
sp?
We note that for a perfect isentropic compression « is equal to one.

We have plotted in Fig. 15 the radial component of the velocity versus the analytical solution at the stopping time. We
note that the linear feature of the velocity is very well preserved. We can also see the convergence of the numerical solutions
toward the analytical one. In order to evaluate the entropy production, we have displayed in Fig. 16 the entropy parameter
for the high-order GRP scheme. It turns out that the high-order GRP extension dramatically decreases the value of the en-

-920 T T
analytical solution

25*15 grid ---*---

5030 grid ~*
040 L 100*60 grid
-960 B
-980 - B
-1000 B
-1020 4
-1040 4

3
_1060 Il Il Il Il Il Il Il Il
0.126 0.128 0.13 0.132 0.134 0.136 0.138 0.14 0.142 0.144

R

Fig. 15. Kidder's isentropic compression. Radial component of the velocity as function of radius versus analytical solution at stopping time ts ¥% 0.997.
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Fig. 16. Kidder’s isentropic compression. Entropy parameter as a function of radius versus analytical solution at stopping time ts % 0.997.

tropy parameter and reaches the analytical value. Therefore, we can conclude that our GRP high-order area-weighted
scheme is able to compute properly isentropic compressions.

6.3. Saltzman problem

This test case taken from [17] is a well known difficult problem that evaluates the robustness of Lagrangian schemes. It
consists of a strong piston-driven shock wave calculated using an initially nonuniform mesh. The computational domain is
defined by 8x,yp 240,1  %0,0.1 . The skewed initial mesh, displayed in Fig. 17, is obtained transforming a uniform 100 10
Cartesian grid with the mapping

Xk Yax P 60.1  ybsindmxp,
Ysk Ya y.

The initial conditions are 8p,, &, UoP ¥4 61,10 ©, 0p and the polytropic index is y ¥ 2. At x ¥2 0, a unit inward normal velocity is
prescribed, the other boundary conditions are reflective ones. The analytical solution is a one-dimensional infinite strength
shock wave that moves at speed D % % in the right direction. Thus, the shock wave hits the face x % 1 at time t % 0.75. Behind
the shock, the density is